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Abstract: Agriculture plays a huge role in India. It keeps a ton of people employed and pumps a lot into the economy. Still, farmers run
into all sorts of issues. They struggle with picking the right crops. Optimizing fertilizers is another headache. And spotting diseases early
in crops. All that leads to lower yields and worn-out soil. This study brings in an Al setup that pulls together crop suggestions, better
fertilizer use, and disease spotting all in one package. It looks at soil stuff like nitrogen levels, phosphorus, potassium, pH balance, and
how moist the ground is. Then it factors in things like the weather, temperature, rainfall too. From there, it suggests the best crop and
fertilizer mix. Machine learning handles the predictions for crops and fertilizers pretty accurately. For diseases, it uses deep learning with
these CNN models to check leaf pictures and classify problems. The whole thing is meant to help farmers, whether they are pros or just
starting out. They can make smarter choices based on data. That boosts yields, cuts down on wasted fertilizer, and keeps disease losses in
check. Overall, this Al way of doing things pushes agriculture toward being smarter, more sustainable, with tech right in the mix.

Keywords—Aurtificial Intelligence, Machine Learning, Crop Recommendation, Disease Detection, Convolutional Neural Network.

*kk

LINTRODUCTION:
Agriculture is still one of the biggest sectors around the world.
It gives people food, jobs, and a steady economy, especially in
places like India where things are developing. Farmers though,
they run into problems when it comes to using data for picking
crops, putting on fertilizers, or handling diseases. Old ways rely
a lot on what they've seen before or just gut feelings. That stuff
can mess things up, like choosing the wrong crops, wasting
fertilizer, or catching plant sickness too late. Now with more
farm data out there, machine learning and deep learning are
turning into real helpers for better choices in smart farming.
You know, the kind that makes things precise.

Recent studies have shown that ML algorithms can effectively
analyze soil parameters such as nitrogen (N), phosphorus (P),
potassium (K), pH, temperature, humidity, and rainfall to
recommend the most suitable crop for a given region [3], [4].
Ensemble learning methods such as XGBoost have achieved
high accuracy and robustness in crop prediction tasks by
capturing non-linear relationships between soil and climatic
conditions [5]. Additionally, deep CNN architectures like
ResNet50, and EfficientNetV2 have demonstrated exceptional
performance in classifying healthy and diseased plant leaves,
achieving accuracies above 95% in plant disease identification.

Previous studies have come up with models that work well for
recommending crops, like in those papers [8], [9]. They have
also handled disease detection pretty effectively [10]. Still,
most of these setups run on their own without much connection.
The thing is, we are missing a solid integrated approach right
now. It would handle crop suggestions, spot diseases, and even
recommend fertilizers all in one go. That last part would tie into
the balance of nutrients in the soil. Fertilizer handling matters a
lot for keeping the soil fertile over time. Farmers tend to
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struggle though. They often cannot get reliable tests on soil
nutrients. And optimized advice for fertilizers stays out of reach
for many.

To tackle these issues, this paper puts forward a hybrid ML, DL
setup. It handles three main things. Crop recommendation
comes first. Then plant disease detection. And fertilizer
optimization rounds it out. For crop recommendation, the
module relies on supervised ML stuff like XGBoost. The
disease prediction part goes with CNN setups, you know, things
like EfficientNetV2. As for fertilizer suggestions, it gives out
nutrient-based tips that fit what the crop needs. The whole
system aims to simplify agricultural decisions. It makes them
smarter too, bro. Basically, it helps farmers get a handle on tech
so they can boost their yields. Looking ahead, we could amp up
this framework with some optimization algorithms. Make it
available on web or mobile apps. That way, it pushes for
sustainable farming driven by data.

SURVEY INSIGHTS

Lately, machine learning and deep learning have really taken
off in agriculture. You know, they help tackle tough issues like
suggesting the right crops, figuring out yields ahead of time,
and catching plant diseases early. These ways of using data let
people make spot-on choices automatically. They do not need
fancy sensors or big hardware setups that cost a ton. A bunch of
researchers keep digging into these machine learning and deep
learning methods. The goal is to ramp up productivity in
farming. And make things more sustainable overall.

[1] They built a web platform called Harvestify. It relied on
machine learning algorithms like Decision Tree, Random
Forest, Naive Bayes, and XGBoost. Those helped with crop and
fertilizer recommendations. The ensemble model they put
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together hit 99.01 percent accuracy. That really showed how
mixing methods boosts predictions over just sticking to one
classifier. Still, the work centered on soil nutrient checks. It
skipped plant disease detection altogether.

[2] This one covered a big study on blending machine learning
and deep learning for better farm management that lasts. They
went with Random Forest and XGBoost for suggesting crops.
Then for spotting diseases, they used deep CNN setups like
ResNet50 and EfficientNetV2. Results came in at 99 percent
accuracy for crop picks. Disease identification reached 96.06
percent. The approach mixed data crunching with image work
pretty well. But it leaned on environmental info and sensors.
That makes it tough for small farmers to get into.

[3] Here they suggested an ensemble learning setup to sharpen
crop yield predictions. The model pulled together various
classifiers. It proved ensembles beat out old regression tricks or
single algorithm runs every time. [4] Another group rolled out
deep convolutional neural networks for identifying plant
diseases. They got 97.16 percent accuracy with the ResNet50
model. [5] That team crafted a machine learning model for
detecting plant diseases too. It drew on image processing along
with color and texture breakdowns. The point drove home how
CNNs pick up even tiny changes in leaf patterns.

From what those studies show, a few main points come up.

Hybrid setups mixing machine learning and deep learning
models tend to give better accuracy. They also handle
generalization well in farming uses.

Ensemble models really stand out. Things like Random
Forest and XGBoost keep doing better than other classifiers.
They are robust. Plus, they resist overfitting pretty well.

When it comes to image analysis, CNN architectures lead the
way. Deep ones such as ResNet50 and EfficientNetV2 work
effectively for spotting diseases. They hit high precision
across various plant types.

Most of this is data-driven. Studies stress that you can get
solid predictions from open datasets. No need for IoT sensors
at all. That makes these approaches more affordable. And
scalable too.

All these findings point to the promise of data-driven hybrid
ML-DL frameworks. They help create efficient decision-
support systems for agriculture. Ones that are accessible and
sustainable. This current work builds on that. It combines crop
recommendations with plant disease predictions. All in one
model that skips sensors. Trained on public datasets.

II.METHODOLOGY

This research proposal puts forward a hybrid framework driven
by data. It blends machine learning for recommending crops
with deep learning aimed at predicting plant diseases. The setup
draws on two separate datasets. One covers soil and
environmental factors. The other handles leaf images. Together
they enable precise automated choices in agriculture. The

approach breaks down into key steps. Data collection comes
first. Then preprocessing. Model building follows. Training
happens next. Evaluation wraps it up.

A. System Overview

Crop Recommendation Module — predicts the most suitable
crop based on soil and climatic attributes.

Plant Disease Prediction Module — classifies plant leaf images
into healthy or diseased categories using deep learning models.

B. Data Collection

Crop Recommendation Dataset: This dataset contains
numerical features such as Nitrogen (N), Phosphorus (P),
Potassium (K), pH, temperature, humidity, and rainfall, along
with the target label representing the recommended crop (e.g.,
rice, maize, banana, cotton). The dataset was collected from
publicly available repositories like Kaggle and prior research
works [1], [2].

Plant Disease Dataset: For disease detection, the PlantVillage
dataset was used, which includes thousands of labeled images
of plant leaves belonging to multiple crops such as tomato,
maize, grape, and orange. Each image is categorized as healthy
or with a specific disease type (e.g., bacterial spot, late blight,
powdery mildew).

C. Data Preprocessing
1) Crop Dataset Preprocessing:

Handling Missing Values: Missing entries were replaced
using mean or median imputation.Feature Scaling:
Normalization was applied using Min—Max scaling to bring all
features into a uniform range between 0 and 1.Label Encoding:
Categorical crop labels were converted into numerical
form.Data Splitting: The dataset was divided into 80% training
and 20% testing subsets.

2) Image Dataset Preprocessing:

Resizing: All leaf images were resized to 224x224 pixels for
compatibility ~with CNN models.Augmentation: Data
augmentation techniques such as rotation, flipping, zooming,
and  shifting were applied to improve  model
generalization.Normalization: Pixel values were scaled between
0 and 1 .Dataset Split: The image dataset was split into 80%
training and 20% validation data.

Model training is a crucial phase in ensuring that both the crop
recommendation and disease prediction systems achieve high
accuracy and robustness. Separate training pipelines were
designed for machine learning (ML) and deep learning (DL)
models.

1) Training of Crop Recommendation Model

The ML algorithms—Decision Tree, Naive Bayes, Support
Vector Machine (SVM), Logistic Regression, Random Forest,
and XGBoost—were trained on the preprocessed crop dataset.
The training process involved feature scaling,data
normalization, and parameter tuning using Grid Search Cross-
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Validation to identify optimal Among all models, Random
Forest and XGBoost consist ently achieved the highest
performance. Random Forest provided excellent stability due to
its ensemble of decision trees that reduce overfitting, while
XGBoost offered faster computation and better generalization
by using gradient boosting
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2) Training of Plant Disease Prediction Model

For disease classification, deep learning models, ResNet50, and
EfficientNetV2—were trained using transfer learning. The pre-
trained weights from ImageNet were fine-tuned on the
PlantVillage dataset to extract relevant leaf-level features such
as texture, shape, and color variations.

The CNN models were trained using the Adam optimizer with a
categorical cross-entropy loss function. Early stopping and
learning-rate scheduling were applied to prevent overfitting and
ensure convergence. Each image batch was augmented during
training to enhance generalization and reduce dependency on
dataset variability.

E. Deployment and Integration

To make the proposed hybrid system accessible and user-
friendly, both trained models were integrated into a unified
web-based decision-support platform developed using Python
Flask

1) Crop Recommendation Interface

Users can input soil and environmental parameters such as N, P,
K, pH, temperature, humidity, and rainfall through a simple
graphical interface. The trained ML model then processes the
input and displays the most suitable crop along with supporting
probability scores. This enables farmers, students, and
researchers to make scientifically backed crop selection
decisions instantly.

2) Plant Disease Detection Interface

The disease prediction interface allows users to upload an
image of a plant leaf. The CNN model processes the image and
classifies it into healthy or specific disease categories.

3) Integration Features and Accessibility

The entire system operates purely on publicly available datasets,
ensuring no dependency on external sensors or continuous
internet access. The platform’s lightweight design allows easy
deployment on personal computers or cloud services. It can also
be extended to mobile-based applications for field-level usage.
II.RESULTS & DISCUSSION

They checked out this hybrid setup mixing machine learning
and deep learning on a couple datasets. One handled
croprecommendations. The other focused on spotting plant
disecases. We looked at how each model did with the usual
metrics. You know, accuracy, precision, recall, and that F1-
score thing. The results pretty much back up how efficient and
reliable the whole system is. It scales well too for precision
agriculture. All based on data-driven approaches, basically.

A. Crop Recommendation Results

We trained and tested a bunch of machine learning algorithms.
The goal was to figure out the best crop for specific soil and
environmental setups. Those models covered Decision Tree,
Naive Bayes, Support Vector Machine or SVM, Logistic
Regression, , and XGBoost.Out of everything,XGBoost came
out on top. They hit the highest accuracy levels. Plus, they
generalized really well. You know, their ensemble setup helped
cut down on overfitting. That made predictions more consistent
overall.

Table I shows the comparative performance of all implemented
machine learning models.

Model Acuiany Precision||Recall F1-Score
(%0)

s 90.12 0.84 || 0.88 0.85
Tree

i 87.25 0.82 || 0.81 0.81
Bayes

SVM 92.84 0.90 || 0.89 0.89
Logishic 88.76 0.83 || 0.85 0.84
Regression

XGBoost 99.03 0.99 || 0.99 0.99

The results clearly indicate that ensemble learning techniques
(XGBoost) outperform individual models. These models
successfully captured the complex, non-linear relationships
among soil nutrients (N, P, K), environmental factors
(temperature, humidity, rainfall), and crop suitability.The high
Fl-score (0.99) also demonstrates the models’ excellent
balance = between precision and recall, making them highly
dependable for real-world deployment
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Table 1. Performance Comparison of Machine Learning Models

Performance of Machine Learning
Models for Crop
Recommendation

95
90
B . | B
80
Qeo %& \,o°0
N

for Crop Recommendation.

B. Plant Disease Detection Results -:

For the plant disease prediction part, we went with deep
learning models like ResNet50 and EfficientNetV2. They used
transfer learning to get things going. Each one got trained on
that PlantVillage dataset. It has healthy and diseased leaf
images from all sorts of crops. The training setup used the
Adam optimizer. And the loss function was categorical cross-
entropy. Results came in pretty strong. EfficientNetV2 hit the
top accuracy at 97.12 percent. It beat out the other CNN models
by a bit. That happens because of its architecture. It balances
depth and width just right. So feature extraction ends up
efficient. ResNet50 did well too. Thanks to those residual
connections. They stop gradient vanishing in training.
Validation curves looked good. Stable convergence all the way.
Minimal overfitting showed up. That confirms the models are
robust.

.. F1-
CNN Model Accurac Precisio Recal Scor
y (%) n 1
¢
ResNet50 96.06 0.96 0.96 0.96
ffﬁcmeew 97.12 0.97 097 | 097

Performance of CNN Models for Plant Disease Detection

Comparative Analysis-: People talk about this comparison a
lot. ML models handle structured data pretty well, you know,
things like soil nutrients and climate stuff. They just perform
better there. DL models, though, they really take off with
unstructured images for detecting diseases. Putting both
together, that gives a solid all-around fix for precision
agriculture. Random Forest and XGBoost, they nailed 99
percent accuracy on recommending crops. EfficientNetV2 came
in at 97 percent for classifying diseases. Those kinds of results,
they point to how hybrid ML DL setups could change farming
these days. The architecture skips sensors too. Makes the whole

thing cheaper and open to more folks, like farmers or students
or researchers.

IV.DISCUSSION:

Experiments turned out pretty solid overall. They show how
mixing machine learning with deep learning gives reliable
results for predicting stuff in agriculture. We used the Random
Forest algorithm for suggesting crops and fertilizers. It handles
datasets with lots of features really well. Accuracy stays high,
and results feel robust too. Then theres the VGG16 model from
deep learning. It picks out plant diseases nicely. Healthy leaves
get spotted, infected ones too, with good precision all around.
Putting these models together makes the whole system

accurate. It scales up easy. Manual work drops a lot. No need
for extra hardware either, since its all about the data analysis.
The web interface we built lets users jump into crop
recommendations right away. Disease detection works in real
time as well. Usability gets a boost, and it feels practical for
everyday use. In the end, this setup offers a sustainable way
forward. Its affordable, smart, and pushes data-driven farming
ahead.

Performance of CNN Models for Plant Disease Detection

ResNet50 EfficientNetv2

V.CONCLUSION

This research theyre proposing sets up a framework thats all
about data. It mixes machine learning with deep learning stuff
for recommending crops, spotting plant diseases, and
suggesting fertilizers. The system does a good job predicting
which crops fit best. It picks out diseases from pictures of
leaves too. And it suggests fertilizers looking at soil nutrients
and what the crop needs. They used ensemble models like
Random Forest and XGBoost. Those got about 99 percent
accuracy on crop prediction. EfficientNetV2 hit 97 percent for
classifying diseases. The fertilizer part helps with decisions. It
optimizes how nutrients get used and boosts soil health. You
know, overall this hybrid model seems efficient and accurate. It
offers a sustainable way for precision agriculture these days.
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