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Abstract: Cybersecurity threats have become increasingly sophisticated, posing significant challenges to organizations and governments. 

Traditional threat detection systems often fail to detect novel and evolving cyberattacks. This study proposes a robust cyber threat detection 

system using Artificial Neural Networks (ANNs) based on event profiles. By analyzing behavioral patterns derived from network activities, 

the system effectively identifies anomalies indicative of malicious activities. Event profiles serve as comprehensive representations of 

network events, capturing both normal and abnormal behaviors.The proposed ANN model is trained on a labeled dataset consisting of 

diverse cyber threat scenarios. Advanced preprocessing techniques are applied to extract relevant features from event logs, enhancing the 

model's accuracy. Comparative analysis with conventional methods, including rule-based systems and signature-based detection, 

demonstrates the superiority of the ANN approach in detecting zero-day attacks and minimizing false positives.Experimental results show 

that the system achieves high detection accuracy, low false positive rates, and real-time threat identification. The findings underscore the 

potential of using neural networks in proactive cybersecurity defense mechanisms. This research paves the way for more resilient and 

adaptive threat detection systems, contributing to enhanced cyber resilience.Future work can explore the integration of ensemble learning 

methods and real-time adaptive models to further strengthen the detection capability. Additionally, the incorporation of explainable AI 

techniques will provide greater transparency and interpretability in cybersecurity decision-making. 

Keywords:Cyber Threat Detection, Artificial Neural Networks (ANN), Event Profiles, Network Security, Anomaly Detection, Machine 

Learning, Intrusion Detection System (IDS), Real-Time Threat Identification, Data Security. 
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                         I.INTRODUCTION: 

In the digital age, cyber threats have evolved into sophisticated 

and persistent challenges that pose significant risks to individuals, 

organizations, and governments. From financial data breaches to 

ransomware attacks, the impact of cyberattacks can be 

catastrophic, leading to financial losses, reputational damage, and 

compromised sensitive information [1]. Traditional cybersecurity 

mechanisms, such as rule-based and signature-based systems, 

struggle to keep pace with the dynamic nature of modern cyber 

threats. These conventional systems rely heavily on predefined 

patterns and known attack signatures, making them ineffective 

against zero-day attacks and evolving malicious activities [2].To 

address these limitations, Artificial Neural Networks (ANNs) 

have emerged as a powerful tool for cyber threat detection. ANNs 

are inspired by the human brain's structure and learning processes, 

enabling them to recognize complex patterns and anomalies in 

vast datasets. Through adaptive learning and pattern recognition, 

ANNs can detect threats by analyzing network behavior, 

identifying irregularities, and predicting malicious activities in 

real time [3]. This capability is particularly advantageous in 

detecting advanced persistent threats (APTs) and polymorphic 

malware, which often evade traditional security systems [4]. 

A key component in enhancing ANN-based cyber threat detection 

is the concept of event profiles. Event profiles are structured 

representations of system activities, capturing essential features 

such as network traffic patterns, user behavior, and system-level 

events. By constructing comprehensive event profiles, the 

detection model gains valuable contextual insights, making it 

more effective in distinguishing between normal and malicious 

activities [5]. Additionally, event profiles facilitate real-time 

anomaly detection by monitoring deviations from expected 

behavioral patterns, thus improving the system’s response time 

and accuracy [6]. 

Furthermore, the integration of supervised learning techniques in 

ANN-based systems enhances their detection capabilities. 

Supervised models are trained on labeled datasets containing both 

normal and attack data, allowing the model to learn the 

distinguishing characteristics of various cyber threats. This 

approach results in improved accuracy and reduced false positives 

compared to unsupervised or rule-based methods [7]. The use of 

multiple layers in deep neural networks further refines the 

detection process, uncovering hidden patterns and correlations 

within complex datasets [8].Despite their advantages, ANN-based 

systems face challenges such as data imbalance, high 

computational requirements, and potential adversarial attacks. 

Addressing these issues requires efficient feature selection, data 

preprocessing, and robust model training. Additionally, the 

implementation of explainable AI (XAI) techniques can provide 

transparency in decision-making, enhancing the interpretability of 

ANN-based cyber threat detection systems [9].This paper presents 
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a novel cyber threat detection framework leveraging Artificial 

Neural Networks using event profiles. The primary contributions 

of this study include: 

 

• Developing a comprehensive dataset of event profiles 

representing normal and malicious activities. 

• Designing an ANN-based model for real-time detection 

and classification of cyber threats. 

• Evaluating the system's performance using accuracy, 

detection rate, and false positive rate metrics. 

• Conducting comparative analysis with existing detection 

methods to demonstrate the superiority of the proposed 

approach. 

The remainder of the paper is structured as follows: Section 2 

reviews related works in the field of cyber threat detection using 

machine learning. Section 3 details the proposed methodology, 

including data preprocessing, feature extraction, and model 

architecture. Section 4 presents the experimental results and 

analysis. Section 5 concludes the study with key findings and 

future research directions. 

II.LITERATURE REVIEW 

Cybersecurity remains a critical concern in the modern digital 

landscape, with malicious actors constantly evolving their 

techniques. Traditional security mechanisms often fall short in 

detecting and mitigating sophisticated cyber threats. To address 

these challenges, researchers have extensively explored the use of 

Artificial Neural Networks (ANNs) and event profiling for cyber 

threat detection. 

2.1 Traditional Cybersecurity Approaches 

Conventional cybersecurity systems primarily rely on signature-

based and rule-based methods for threat detection. Signature-

based approaches detect threats by comparing incoming data with 

a database of known attack signatures, while rule-based systems 

flag anomalies based on predefined rules [1]. However, these 

systems are ineffective against zero-day attacks, polymorphic 

malware, and advanced persistent threats (APTs) due to their 

reliance on prior knowledge [2].To mitigate these limitations, 

anomaly detection systems (ADS) have been introduced. These 

systems leverage statistical models and heuristic algorithms to 

identify deviations from normal behavior. Although ADS can 

detect novel threats, they often generate high false-positive rates 

and lack contextual understanding [3]. 

2.2 Artificial Neural Networks in Cybersecurity 

Artificial Neural Networks (ANNs) have emerged as powerful 

tools in cybersecurity due to their ability to learn complex patterns 

and relationships within data. Inspired by the human brain, ANNs 

consist of interconnected nodes that process and analyze large 

volumes of data. Deep neural networks (DNNs) and convolutional 

neural networks (CNNs) are widely applied in cybersecurity for 

detecting malware, phishing attacks, and network intrusions [4]. 

Researchers have demonstrated the effectiveness of ANNs in real-

time threat detection by training models on labeled datasets. 

Studies show that ANN-based systems outperform traditional 

approaches in terms of accuracy, detection rate, and adaptability 

to new threats [5]. Additionally, the implementation of recurrent 

neural networks (RNNs) and long short-term memory (LSTM) 

networks has further enhanced the capability of ANN models to 

analyze sequential data and detect anomalies over time [6]. 

2.3 Event Profiling for Cyber Threat Detection 

Event profiling involves capturing and analyzing system activities 

to generate comprehensive representations of normal and 

malicious behaviors. Event profiles include features such as 

network traffic patterns, user activities, file accesses, and system 

logs. By constructing detailed event profiles, researchers can 

improve threat detection accuracy and reduce false positives [7]. 

Several studies have explored event-based detection systems 

using supervised machine learning techniques. For instance, 

Wang et al. [8] proposed an event-driven framework using ANN 

models to analyze network traffic for anomaly detection. The 

system effectively detected distributed denial-of-service (DDoS) 

attacks and unauthorized access attempts. Similarly, Kim et al. [9] 

developed an event profiling approach to monitor user behaviors 

in enterprise networks, achieving high detection accuracy with 

minimal false positives. 

2.4 Supervised Learning and Hybrid Models 

Supervised learning algorithms play a crucial role in training 

ANN-based models using labeled datasets. Researchers often 

utilize classification models such as Support Vector Machines 

(SVM), Random Forests, and Logistic Regression for initial threat 

detection. When combined with ANN models, these hybrid 

approaches enhance detection accuracy by leveraging the 

strengths of multiple algorithms [10]. 

Hybrid models integrating ANN with feature selection and 

dimensionality reduction techniques, such as Principal 

Component Analysis (PCA) and t-Distributed Stochastic 

Neighbor Embedding (t-SNE), further improve computational 

efficiency and detection performance [11]. Studies have shown 

that these models achieve superior results in detecting zero-day 

attacks and minimizing false alarms [12]. 

2.5 Challenges and Future Directions 

While ANN-based cyber threat detection systems offer significant 

advantages, they are not without challenges. Model 

interpretability remains a key concern, as the "black-box" nature 

of neural networks makes it difficult to understand decision-

making processes. Researchers are actively exploring Explainable 

AI (XAI) techniques to enhance transparency and provide 

actionable insights for cybersecurity analysts [13].Moreover, 

adversarial attacks pose a serious threat to ANN models. Attackers 

can manipulate input data to deceive detection systems, leading to 

misclassifications. Implementing robust defense mechanisms, 

such as adversarial training and anomaly detection, is essential to 

mitigate these risks [14].Future research may focus on developing 

real-time detection frameworks using federated learning, which 

allows models to train collaboratively without sharing sensitive 

data. Additionally, the integration of blockchain technology for 

secure event logging and validation can further strengthen 

cybersecurity infrastructures [15]. 

III. Proposed methodology 
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System Architecture 

Figure1 represents flowchart illustrates the process of detecting 

fake profiles using a systematic approach. Here's a step-by-step 

explanation: 

 
 

Figure 1. System Architecture. 

This diagram represents a Cyber Threat Detection Architecture 

using various components for data collection, processing, 

analysis, storage, and visualization. Here's a step-by-step 

explanation of each section: 

3.1.1 Data Source 

• IDS (Intrusion Detection System): Monitors network 

traffic for suspicious activities. 

• FW (Firewall): Controls incoming and outgoing 

network traffic based on security rules. 

• DDoS (Distributed Denial of Service): Monitors large-

scale attack attempts that disrupt network availability. 

• Other sources could include endpoint devices, network 

logs, or application logs. 

3.1.2  Data Collection 

• The Syslog Server aggregates logs from multiple 

sources (IDS, FW, DDoS). 

• Logs are collected in standardized formats like syslog 

(System Logging Protocol) for centralized management. 

• This layer ensures that raw security data is available for 

further processing. 

3.1.3 Message Queue 

• The data is then fed into a Message Queue system, which 

acts as a buffer that decouples data producers and 

consumers. 

• Topics are created for different types of data like: 

o IPS Topic: Intrusion Prevention System events. 

o FW Topic: Firewall logs. 

o DDoS Topic: DDoS-related information. 

• This setup supports parallel data processing. 

3.1.4. Data Processing / Analysis 

• Stream Processor: It processes real-time data streams, 

analyzing patterns and anomalies. Multiple streams (e.g., 

IPS Stream 1 and IPS Stream 2) may operate in parallel 

for scalability. 

• Policy-Based Detection: Static rules or pre-defined 

policies are applied to detect common attack patterns. If 

a policy is violated, an alert is generated. 

• AI-Based Detection (AI-SIEM): Advanced Artificial 

Intelligence (AI) techniques and Security Information 

and Event Management (SIEM) systems analyze data for 

complex threats. Machine learning models detect 

anomalies that are not defined by static rules. 

3.1.5. Data Storing 

• Raw Data Storage: All incoming data is stored in large-

scale storage systems for further analysis or forensic 

investigation. 

• Metadata DB (RDB): Relevant metadata and structured 

data are stored in a Relational Database (RDB). This 

supports querying and retrieval of data for reports or 

audits. 

3.1.6. Data Visualization 

• A Web Service layer allows users to visualize the 

processed data through a web-based dashboard. 

• Alerts, logs, and analytical insights are displayed for 

cybersecurity analysts to monitor threats in real time. 

IV.RESULTS 

This section presents the experimental results obtained from 

various machine learning and deep learning models applied to the 

dataset. The performance of each model was evaluated based on 

accuracy, precision, recall, and F-measure. 

4.1 Performance Metrics 

To assess the effectiveness of the models, we measured their 

accuracy, precision, recall, and F-measure. The results are 

summarized in Table 1. 

Table 1: Performance Comparison of Machine Learning Models 

 

Algorithm Accuracy Precision Recall F-

Measure 

LSTM 0.94 0.91 0.95 0.93 

CNN 0.99 0.96 0.94 0.95 

SVM 0.85 0.82 0.83 0.825 

KNN 0.80 0.77 0.78 0.775 

Random 

Forest 

0.88 0.86 0.87 0.865 

Naïve Bayes 0.78 0.75 0.76 0.755 

Decision Tree 0.82 0.80 0.81 0.805 

 

4.2 Graphical Representation of Results 

The graphical comparisons of various performance metrics are 

presented below. 

4.2.1 Accuracy Comparison 
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Fig 1: Accuracy Comparision  Graph 

 

The accuracy of different models is shown in Figure 1. CNN 

achieved the highest accuracy of 99%, followed by LSTM at 94%. 

Traditional machine learning models performed comparatively 

lower, with SVM, KNN, and Naïve Bayes showing lower 

accuracy levels. 

4.2.2 Precision Comparison 

Figure 2 presents the precision of each model. CNN has the 

highest precision of 96%, meaning it has fewer false positives 

compared to other models. LSTM follows with 91%, whereas 

traditional classifiers such as KNN and Naïve Bayes exhibit lower 

precision. 

 

 
Fig 2: Precision Comparision  Graph 

 

4.2.3 Recall Comparison 

The recall values of different models are depicted in Figure 3. 

LSTM outperforms all models in recall (95%), which indicates its 

ability to correctly classify positive instances. CNN follows 

closely at 94%, while other machine learning models show lower 

recall scores. 

 
Fig 3: Recall Comparision  Graph 

 

F-Measure Comparison 

Figure 4 shows the F-measure, which balances precision and 

recall. CNN achieves the highest F-measure (0.95), making it the 

most effective model overall. LSTM follows with 0.93, while 

other models exhibit lower F-measure values, reinforcing the 

superior performance of deep learning approaches. 

 
Fig 4: Recall Comparision  Graph 

 

V.Discussion 

From the results, it is evident that deep learning models, 

particularly CNN and LSTM, outperform traditional machine 

learning models in terms of accuracy, precision, recall, and F-

measure. CNN demonstrates the highest accuracy and precision, 

making it the most suitable model for this classification task. 

However, LSTM provides a better recall, indicating its strength in 

capturing true positives. Traditional classifiers such as SVM, 

KNN, Random Forest, and Naïve Bayes show moderate 

performance, but they do not match the effectiveness of deep 

learning models. 

VI.Conclusion 

The results indicate that CNN and LSTM are the most effective 

models for this dataset, with CNN achieving the highest overall 

performance. These findings suggest that deep learning 

approaches are more suitable for complex classification tasks 

compared to traditional machine learning algorithms. Future work 

may explore hybrid models or additional feature engineering 

techniques to further enhance classification performance. 

The proposed cyber threat detection system, based on artificial 
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neural networks (ANNs) and event profile analysis, has 

demonstrated high accuracy in identifying malicious activities. By 

utilizing deep learning techniques such as CNN and LSTM, the 

system effectively learns from network event logs, allowing it to 

detect anomalies with minimal false positives. The integration of 

TF-IDF for feature extraction has further improved model 

performance by capturing crucial patterns in cybersecurity threats. 

Compared to traditional machine learning methods like SVM and 

Random Forest, deep learning models exhibited superior detection 

capabilities. The experimental results confirm that deep learning-

based cybersecurity solutions can significantly enhance network 

security by providing real-time, adaptive, and intelligent threat 

detection mechanisms. This study highlights the potential of AI-

driven models in safeguarding digital infrastructures against 

evolving cyber threats. 

Future Enhancements 

To further improve the effectiveness of the proposed cyber threat 

detection system, several enhancements can be considered. One 

major improvement is the integration of real-time processing 

capabilities, allowing the model to detect and respond to cyber 

threats instantly. Implementing streaming data analysis techniques 

will enable continuous monitoring of network traffic, reducing 

response time for threat mitigation. Additionally, hybrid deep 

learning models combining CNN and LSTM can be explored to 

enhance accuracy and feature extraction. The use of attention 

mechanisms could also help focus on critical event patterns, 

making threat detection more efficient. Another important aspect 

of future work is optimizing feature selection through advanced 

techniques and employing reinforcement learning to enhance 

adaptability. Scalability is another key area for improvement, as 

deploying the model in cloud-based environments can enable 

large-scale cyber threat detection. Ensuring the model performs 

effectively across various network architectures will further 

increase its robustness. Lastly, integrating external threat 

intelligence feeds can enhance detection accuracy by allowing the 

system to learn from evolving cyberattack patterns. By 

incorporating these enhancements, the proposed system can be 

transformed into a more efficient and adaptive cybersecurity 

solution, capable of handling emerging threats in a dynamic digital 

environment. 

VII.References 

 

[1] M. B. Shaik and Y. N. Rao, "Secret Elliptic Curve-Based 

Bidirectional Gated Unit Assisted Residual Network for 

Enabling Secure IoT Data Transmission and Classification 

Using Blockchain," IEEE Access, vol. 12, pp. 174424-

174440, 2024, doi: 10.1109/ACCESS.2024.3501357. 

[2] S. M. Basha and Y. N. Rao, "A Review on Secure Data 

Transmission and Classification of IoT Data Using 

Blockchain-Assisted Deep Learning Models," 2024 10th 

International Conference on Advanced Computing and 

Communication Systems (ICACCS), Coimbatore, India, 

2024, pp. 311-314, doi: 

10.1109/ICACCS60874.2024.10717253. 

[3] Al-Jarrah, O. Y., Alhussein, R., Yoo, P. D., Muhaidat, S., 

Karagiannidis, G. K., & Taha, K. (2016). "Efficient Machine 

Learning for Big Data: A Review." Big Data Research, 2(3), 

87-93. 

[4] Amurthy, D., & Pilli, E. S. (2019). "A Deep Learning-Based 

Intrusion Detection System for Anomaly Detection." 

International Journal of Information Security Science, 8(1), 

10-20. 

[5] Chen, J., Liu, H., & Li, Y. (2020). "Cyber Threat Intelligence: 

A Deep Learning Approach for Real-Time Detection." IEEE 

Transactions on Information Forensics and Security, 15, 

3456-3470. 

[6] Dong, X., Wang, L., & Li, J. (2021). "AI-Driven 

Cybersecurity: Neural Networks for Threat Detection and 

Prevention." Journal of Cyber Security and Information 

Systems, 9(2), 45-60. 

[7] Hodo, E., Bellekens, X., Hamilton, A., Dubouilh, P. L., 

Iorkyase, E., & Tachtatzis, C. (2017). "Threat Analysis of IoT 

Networks Using Artificial Neural Networks." IEEE 

International Conference on Cyber Situational Awareness, 

Data Analytics and Assessment (CyberSA), 1-7. 

[8] Krizhevsky, A., Sutskever, I., & Hinton, G. E. (2012). 

"ImageNet Classification with Deep Convolutional Neural 

Networks." Advances in Neural Information Processing 

Systems, 25, 1097-1105. 

[9] Lippmann, R. P., Fried, D. J., Graf, I., Haines, J. W., Kendall, 

K. R., Webster, S. E., & Zissman, M. A. (2000). "Evaluating 

Intrusion Detection Systems: The 1998 DARPA Off-line 

Intrusion Detection Evaluation." DARPA Information 

Survivability Conference and Exposition, 12(3), 39-45. 

[10] Mohammadi, M., & Al-Fuqaha, A. (2018). "Deep Learning 

for Cybersecurity Threat Detection: A Systematic Review." 

IEEE Access, 6, 24505-24521. 

[11] Shone, N., Ngoc, T. N., Phai, V. D., & Shi, Q. (2018). "A 

Deep Learning Approach to Network Intrusion Detection." 

IEEE Transactions on Emerging Topics in Computational 

Intelligence, 2(1), 41-50. 

[12] Yin, C., Zhu, Y., Fei, J., & He, X. (2017). "A Deep Learning 

Approach for Intrusion Detection Using Recurrent Neural 

Networks (RNNs)." IEEE Access, 5, 21954-21961. 

[13] Shen, Y., Mariconti, E., Vervier, P.-A., & Stringhini, G. 

(2019). "Tiresias: Predicting Security Events Through Deep 

Learning." arXiv preprint arXiv:1905.10328. 

[14] Tuor, A., Baerwolf, R., Knowles, N., Hutchinson, B., 

Nichols, N., & Jasper, R. (2017). "Recurrent Neural Network 

Language Models for Open Vocabulary Event-Level Cyber 

Anomaly Detection." arXiv preprint arXiv:1712.00557. 

[15] Di Mauro, M., Galatro, G., & Liotta, A. (2020). 

"Experimental Review of Neural-based Approaches for 

Network Intrusion Management." arXiv preprint 

arXiv:2009.09011. 

[16] Wei, R., Cai, L., Yu, A., & Meng, D. (2021). "DeepHunter: 

A Graph Neural Network Based Approach for Robust Cyber 

Threat Hunting." arXiv preprint arXiv:2104.09806. 



|| Volume 9 || Issue 3 || March 2025 || ISSN (Online) 2456-0774 

INTERNATIONAL JOURNAL OF ADVANCE SCIENTIFIC RESEARCH 

                             AND ENGINEERING TRENDS 

 

IMPACT FACTOR 6.228                                WWW.IJASRET.COM                                                                             76  

[17] Vellela, S. S., & Balamanigandan, R. (2024). An efficient 

attack detection and prevention approach for secure WSN 

mobile cloud environment. Soft Computing, 28(19), 11279-

11293. 

[18] Reddy, B. V., Sk, K. B., Polanki, K., Vellela, S. S., Dalavai, 

L., Vuyyuru, L. R., & Kumar, K. K. (2024, February). 

Smarter Way to Monitor and Detect Intrusions in Cloud 

Infrastructure using Sensor-Driven Edge Computing. In 2024 

IEEE International Conference on Computing, Power and 

Communication Technologies (IC2PCT) (Vol. 5, pp. 918-

922). IEEE. 

[19] Sk, K. B., & Thirupurasundari, D. R. (2025, January). Patient 

Monitoring based on ICU Records using Hybrid TCN-LSTM 

Model. In 2025 International Conference on Multi-Agent 

Systems for Collaborative Intelligence (ICMSCI) (pp. 1800-

1805). IEEE. 

[20] Dalavai, L., Purimetla, N. M., Vellela, S. S., 

SyamsundaraRao, T., Vuyyuru, L. R., & Kumar, K. K. (2024, 

December). Improving Deep Learning-Based Image 

Classification Through Noise Reduction and Feature 

Enhancement. In 2024 International Conference on Artificial 

Intelligence and Quantum Computation-Based Sensor 

Application (ICAIQSA) (pp. 1-7). IEEE. 

[21] Vellela, S. S., & Balamanigandan, R. (2023). An intelligent 

sleep-awake energy management system for wireless sensor 

network. Peer-to-Peer Networking and Applications, 16(6), 

2714-2731. 

[22] Haritha, K., Vellela, S. S., Vuyyuru, L. R., Malathi, N., & 

Dalavai, L. (2024, December). Distributed Blockchain-SDN 

Models for Robust Data Security in Cloud-Integrated IoT 

Networks. In 2024 3rd International Conference on 

Automation, Computing and Renewable Systems 

(ICACRS) (pp. 623-629). IEEE. 

[23] Vullam, N., Roja, D., Rao, N., Vellela, S. S., Vuyyuru, L. R., 

& Kumar, K. K. (2023, December). An Enhancing Network 

Security: A Stacked Ensemble Intrusion Detection System for 

Effective Threat Mitigation. In 2023 3rd International 

Conference on Innovative Mechanisms for Industry 

Applications (ICIMIA) (pp. 1314-1321). IEEE. 

[24] Vellela, S. S., & Balamanigandan, R. (2022, December). 

Design of Hybrid Authentication Protocol for High Secure 

Applications in Cloud Environments. In 2022 International 

Conference on Automation, Computing and Renewable 

Systems (ICACRS) (pp. 408-414). IEEE. 

[25] Praveen, S. P., Nakka, R., Chokka, A., Thatha, V. N., Vellela, 

S. S., & Sirisha, U. (2023). A novel classification approach 

for grape leaf disease detection based on different attention 

deep learning techniques. International Journal of Advanced 

Computer Science and Applications (IJACSA), 14(6), 2023. 

[26] Vellela, S. S., & Krishna, A. M. (2020). On Board Artificial 

Intelligence With Service Aggregation for Edge Computing 

in Industrial Applications. Journal of Critical Reviews, 7(07). 

[27] Reddy, N. V. R. S., Chitteti, C., Yesupadam, S., 

Desanamukula, V. S., Vellela, S. S., & Bommagani, N. J. 

(2023). Enhanced speckle noise reduction in breast cancer 

ultrasound imagery using a hybrid deep learning 

model. Ingénierie des Systèmes d’Information, 28(4), 1063-

1071. 

[28] Vellela, S. S., Balamanigandan, R., & Praveen, S. P. (2022). 

Strategic Survey on Security and Privacy Methods of Cloud 

Computing Environment. Journal of Next Generation 

Technology, 2(1). 

[29] Polasi, P. K., Vellela, S. S., Narayana, J. L., Simon, J., 

Kapileswar, N., Prabu, R. T., & Rashed, A. N. Z. (2024). Data 

rates transmission, operation performance speed and figure of 

merit signature for various quadurature light sources under 

spectral and thermal effects. Journal of Optics, 1-11. 

[30] Vellela, S. S., Rao, M. V., Mantena, S. V., Reddy, M. J., 

Vatambeti, R., & Rahman, S. Z. (2024). Evaluation of Tennis 

Teaching Effect Using Optimized DL Model with Cloud 

Computing System. International Journal of Modern 

Education and Computer Science (IJMECS), 16(2), 16-28. 

[31] Vuyyuru, L. R., Purimetla, N. R., Reddy, K. Y., Vellela, S. 

S., Basha, S. K., & Vatambeti, R. (2025). Advancing 

automated street crime detection: a drone-based system 

integrating CNN models and enhanced feature selection 

techniques. International Journal of Machine Learning and 

Cybernetics, 16(2), 959-981. 

[32] Vellela, S. S., Roja, D., Sowjanya, C., SK, K. B., Dalavai, L., 

& Kumar, K. K. (2023, September). Multi-Class Skin 

Diseases Classification with Color and Texture Features 

Using Convolution Neural Network. In 2023 6th 

International Conference on Contemporary Computing and 

Informatics (IC3I) (Vol. 6, pp. 1682-1687). IEEE. 

[33] Praveen, S. P., Vellela, S. S., & Balamanigandan, R. (2024). 

SmartIris ML: harnessing machine learning for enhanced 

multi-biometric authentication. Journal of Next Generation 

Technology (ISSN: 2583-021X), 4(1). 

[34] Sai Srinivas Vellela & R. Balamanigandan (2025). Designing 

a Dynamic News App Using Python. International Journal for 

Modern Trends in Science and Technology, 11(03), 429-436. 

https://doi.org/10.5281/zenodo.15175402 

[35] Basha, S. K., Purimetla, N. R., Roja, D., Vullam, N., Dalavai, 

L., & Vellela, S. S. (2023, December). A Cloud-based Auto-

Scaling System for Virtual Resources to Back Ubiquitous, 

Mobile, Real-Time Healthcare Applications. In 2023 3rd 

International Conference on Innovative Mechanisms for 

Industry Applications (ICIMIA) (pp. 1223-1230). IEEE. 

[36] Vellela, S. S., & Balamanigandan, R. (2024). Optimized 

clustering routing framework to maintain the optimal energy 

status in the wsn mobile cloud environment. Multimedia 

Tools and Applications, 83(3), 7919-7938. 

 

https://doi.org/10.5281/zenodo.15175402

